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© Quality Feedback Control for Defect Prevention: Concepts,
Methodologies, and Examples

Jianjun Shi

*  Member of National Academy of Engineering of USA

*  The Carolyn J. Stewart Chair and Professor

* H. Milton Stewart School of Industrial and System Engineering
* Georgia Institute of Technology

Abstract

This presentation introduces the new concept of “Quality Feedback Control” for defect prevention in
smart manufacturing. Different from conventional automation that typically uses differential or
difference equations with the machine output status as the feedback control, the “Quality Feedback
Control” paradigm directly uses the product quality measurement as the feedback information to
manipulate the inputs of machine(s) that impact the product quality. Due to the heterogeneous nature of
quality data (e.g., multichannel functional curves, high resolution images, high speed videos, or 3D
scanning data with millions of unstructured point clouds, etc.) and associated diverse data acquisition
strategies, a set of fundamental issues need to be addressed to innovatively model the quality outputs
with the control inputs, and further use this model to develop effective control strategies. This
presentation lays out the foundation for the “Quality Feedback Control” paradigm and discusses its
research opportunities, challenges, and advancements with an emphasis on how machine learning and
quality feedback control achieve defect prevention in different manufacturing systems. Examples of
ongoing research projects are used to illustrate the concepts and exemplify the frontiers of this research
area.

About the Speaker

Jianjun Shi is the Carolyn J. Stewart Chair and Professor at Georgia Institute of Technology. His
research interests focus on data fusion for quality improvements, with emphasis on integration of
system informatics, advanced statistics and machine learning, and control theory for the design and
operational improvements in advanced manufacturing applications. He is a Member of the National
Academy of Engineering (NAE), an Academician of the International Academy for Quality, and a
Fellow of ASME, IISE, INFORMS, ISIl, and SME. He served as Editor-in-Chief of the IISE
Transactions (2017-2020), the flagship journal of the Institute of Industrial and Systems Engineers.
More information about Jianjun Shi can be found at https://sites.gatech.edu/jianjun-shi/
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© Deep Learning Enabled Dynamic Modeling of Smart and
Connected Systems and Its Applications

Shiyu Zhou

* David H. Gustafson Department Chair and Vilas Distinguished
Achievement Professor

*  Department of Industrial and Systems Engineering, University of
Wisconsin-Madison

Abstract

Due to the fast development of sensing and information technology, many modern engineering
systems, such as manufacturing and logistics systems, have become data-rich. The unprecedented data
availability, combined with ever-growing computational power, creates unprecedented opportunities
for system modeling and decision-making. In this presentation, new deep learning enabled modeling
approaches for system degradation will be introduced. The approach features an integration of deep
neural networks and the classical hidden Markov structure. As a result, the proposed approach has
excellent interpretability, scalability, and flexibility. The advantageous features of the developed
methods are demonstrated through numerical studies and real-world case studies. Thoughts on
potential research opportunities exploiting the ever-growing data-rich engineering environment will be
shared as well.

About the Speaker

Shiyu Zhou is the David H. Gustafson Department Chair and Vilas Distinguished Achievement
Professor of the Department of Industrial and Systems Engineering at the University of Wisconsin-
Madison. His research focuses on data-driven modeling, monitoring, diagnosis, and prognosis for
engineering systems with particular emphasis on manufacturing and after-sales service systems. He has
established methods for modeling, analysis, and control of Internet-of-Things (IoT) enabled smart and
connected systems, variation modeling, analysis, and reduction for complex manufacturing processes,
and process control methodologies for emerging nano-manufacturing processes. He is a recipient of
CAREER Award from the National Science Foundation and multiple Best Paper Awards. He is a fellow
of IISE, ASME, and SME.
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© Wind Turbine Fault Early Warning: A Research and Teaching
Case Study

Yu Ding

* Anderson-Interface Chair and Professor

* H. Milton Stewart School of Industrial and Systems Engineering,
Georgia Institute of Technology

»  Senior Vice President of IISE on International Operations

Abstract

Most, if not all, practically implemented early warning systems are domain knowledge based; that is
to say, physical knowledge about the system informs the operators that a symptom, if initiated, will
lead to a failure in the near future. The question--is data driven early warning possible?--is also of
great interest to practitioners. By data-driven, the speaker emphasizes that physical knowledge does not
exist to inform the operators and that the operators just have in front of them, without suspicion,
continuously incoming operational data streams. They wonder whether a data science method could be
developed to alert them when all looks fine now but something may go wrong soon. The speaker and
his collaborators conducted research on this topic. He also asked the students in his graduate-level
course at Georgia Tech the same question and wanted to see what type of solutions these non-wind
engineering savvy but nonetheless brilliant young minds come up with.

About the Speaker

Dr. Yu Ding is the Anderson-Interface Chair and Professor in the H. Milton Stewart School of
Industrial and Systems Engineering at Georgia Tech. Prior to joining Georgia Tech, he was the Mike
and Sugar Barnes Professor of Industrial and Systems Engineering at Texas A&M University. Dr.
Ding's research focuses on data and quality science and system informatics. He is the author of the
CRC Press book, Data Science for Wind Energy, and a co-author of the Springer Nature book, Data
Science for Nano Image Analysis. His research work is recognized by the 2019 IISE’s Technical
Innovation Award, 2022 INFORMS’ Impact Prize, 2024 ASME’s Blackall Machine Tool and Gage
Award, 2024 SME’s S. M. Wu Research Implementation Award, and 2024 IISE Energy Systems
Division’s Career Achievement Award. Dr. Ding is Senior Vice President of I1ISE on International
Operations, Program Chair for IEEE CASE 2025, and the Editor-in-Chief of INFORMS Journal on
Data Science. Dr. Ding served as the Editor-in-Chief of IISE Transactions for the term of 2021-2024.
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About the Speaker
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© Sensor-Based Modeling and Optimization of Additive
Manufacturing

Hui Yang

* Gary and Sheila Bello Chair Professor

* Industrial and Manufacturing Engineering, Biomedical
Engineering at Penn State

» Director of NSF Center for Health Organization Transformation
(CHOT)

Abstract

Additive manufacturing (AM) provides a greater level of flexibility to produce a 3D part with
complex geometries directly from the design. However, the widespread application of AM is currently
hampered by technical challenges in process repeatability and quality control. To enhance the in-
process information visibility, advanced sensing is increasingly invested for real-time AM process
monitoring. The proliferation of in-situ sensing data calls for the development of analytical methods
for the extraction of features sensitive to layerwise defects, and the exploitation of pertinent knowledge
about defects for in-process quality control of AM builds. As a result, there are increasing interests and
rapid development of sensor-based models for the characterization and estimation of layerwise defects
in the past few years. However, very little has been done to go from sensor-based modeling of defects
to the suggestion of in-situ corrective actions for quality control of AM builds. In this talk, we present a
new sequential decision-making framework for in-situ control of AM processes through the
constrained Markov decision process (CMDP), which jointly considers the conflicting objectives of
both total cost (i.e., energy or time) and build quality. Experimental results show that the CMDP
formulation provides an effective policy for executing corrective actions to repair and counteract
incipient defects in AM before completion of the build.

About the Speaker

Dr. Hui Yang is a Fellow of IISE, the Gary and Sheila Bello Chair Professor of Industrial and
Manufacturing Engineering, Biomedical Engineering at Penn State. Currently, he serves as the director
of NSF Center for Health Organization Transformation (CHOT). He is a recipient of the prestigious
NSF CAREER award and Fulbright Award. His research focus is sensor-based modeling and
optimization of complex systems, with special emphasis on nonlinear stochastic dynamics, and the
resulting chaotic, recurrence, multifractal, self-organizing behaviors. Dr. Yang has served as the
president (2017-2018) of IISE Data Analytics and Information Systems Society, the chair (2015-2016)
of INFORMS Quality, Statistics and Reliability (QSR) society, and the program chair of 2016 IISE
Annual Conference. He is also the Editor-in-Chief (EIC) for IISE Transactions Healthcare Systems
Engineering.
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© Statistical Learning for Adaptive Reduced-Order Modeling

Xiao Liu

sy

! *  David M. McKenney Family Associate Professor

* H.Milton Stewart School of Industrial and Systems Engineering,
Georgia Institute of Technology

* President of the Data Analytics & Information Systems division of

IISE

-
By 4
X

1

Abstract

Projection-based model reduction is among the most widely adopted approaches for constructing parametric
Reduced-Order Models (ROMs). Utilizing snapshot data from solving full-order governing equations, the Proper
Orthogonal Decomposition (POD) computes the optimal basis modes that span a low-dimensional subspace
where the ROM resides. Challenges arise when one would like to investigate how systems behave differently
over the parameter space (in design, diagnosis, control, uncertainty quantification and real-time operations). In
this case, the optimal basis needs to be efficiently updated to adapt ROM that accurately captures the variation of
a system's behavior over its parameter space. In this talk, we introduce a Projected Gaussian Process (pGP)
model and formulate the problem of adapting POD basis as a supervised statistical subspace learning problem,
for which the goal is to learn a mapping (injective) from the parameter space to the Grassmann Manifold that
contains the optimal vector subspaces. To establish such a relationship, a mapping is found between the
Euclidean space and the horizontal space of an orthogonal matrix that spans a reference subspace in the
Grassmann Manifold. Then, a second mapping from the horizontal space to the Grassmann Manifold is
established through the Exponential/Logarithm maps between the manifold and its tangent space. Finally, given a
new parameter, the conditional distribution of a vector can be found in the Euclidean space using the GP
regression, and such a distribution is then projected to the Grassmann Manifold that enables us to find the
optimal subspace, i.e., POD basis, for the new parameter. Compared with existing interpolation method, the
proposed statistical learning approach allows us to optimally estimate (or tune) model parameters given data (i.e.,
the prediction/interpolation becomes problem-specific), and quantify the uncertainty associated with the
prediction. Numerical examples are presented to demonstrate the advantages of the proposed pGP for adapting
POD basis against parameter changes.

About the Speaker

Dr. Xiao Liu is the David M. McKenney Family Associate Professor at the H. Milton Stewart School of
Industrial and Systems Engineering, Georgia Institute of Technology. His research focuses on data-driven
approaches for scientific and engineering applications, and his work have been published on both Industrial
Engineering and Statistics journals; e.g., JASA, Technometrics, IISE Transactions, AOAS, etc. He served as the
President of the Data Analytics & Information Systems division of 1ISE, and the Program co-Chair for the 2025
IISE Annual Conference & Expo. Before joining GT, he held positions at the National University of Singapore,
IBM Thomas J. Watson Research Center, and University of Arkansas.
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© Anomaly Detection in Process Monitoring: From Rule-Based
to Deep Learning

Seoung Bum Kim

Professor, Korea University

Director of the Center for Artificial Intelligence Engineering
Director of the Center for Industry-Academia Cooperation
Director of the BK21 FOUR

President of the Korea Data Mining Society

Abstract

Process monitoring plays a crucial role in various manufacturing and service industries. Control
charts have been widely used for this purpose because they provide a visual representation of process
performance, making interpretation straightforward. As a result, engineers without a statistical
background can easily understand them. However, control charts have limitations because they rely on
certain statistical assumptions, making them less effective in handling complex situations commonly
found in modern manufacturing processes. Recently, machine learning and deep learning-based
techniques have gained popularity in process monitoring, often under the term "anomaly detection.” In
this talk, I will discuss the evolution of process monitoring, from traditional control charts to the latest
deep learning-based approaches.

About the Speaker

Seoung Bum Kim has been a professor at Korea University since 2009, where he is the director of
the Center for Artificial Intelligence Engineering, the director of the Center for Industry-Academia
Cooperation, the director of the BK21 FOUR, and the president of the Korea Data Mining Society. He
received his B.S. degree from Hanyang University, and his M.S. and Ph.D. degrees from the Georgia
Institute of Technology, both in Industrial and Systems Engineering. His main research interests
include using artificial intelligence and machine learning to discover hidden patterns in data and
applying them to solve problems in various fields including process improvement, quality control,
demand forecasting, supply chain optimization, and customer behavior analysis.
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© Integrating Deep Learning with Statistical Models for
Complex Data Analysis

Heeyoung Kim

*  KAIST Endowed Chair Professor

* Associate Professor

* Department of Industrial and Systems Engineering, Korea
Advanced Institute of Science and Technology

Abstract

Deep learning excels at uncovering patterns in complex data but often lacks interpretability and
uncertainty quantification. In applications where these are as important as predictive accuracy,
integrating deep learning with statistical models provides an effective solution. This talk presents two
studies that demonstrate this integration. The first, on deep spatio-temporal forecasting, integrates
recurrent neural networks with latent factor models to flexibly capture complex temporal patterns. The
second, on deep emulation, integrates deep Gaussian processes with autoregressive models to capture
nonstationary relationships between multiple sources of multifidelity data. These approaches highlight
the potential of integrating deep learning with statistical models to improve both interpretability and
predictive accuracy in complex data analysis.

About the Speaker

Heeyoung Kim is a KAIST Endowed Chair Professor and an Associate Professor in the Department
of Industrial and Systems Engineering at KAIST. She received her BS and MS degrees in Industrial
Engineering from KAIST, as well as an MS in Statistics and a PhD in Industrial Engineering from the
Georgia Institute of Technology. Previously, she was a Senior Member of Technical Staff at AT&T
Laboratories. Her research focuses on applied statistics, machine learning, and quality engineering. She
currently serves as an Associate Editor for Technometrics and 1ISE Transactions, and previously served
as an Associate Editor for IEEE Transactions on Automation Science and Engineering.
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Yong Chen is currently a Professor and the Department Chair in the Department of Industrial and
Systems Engineering at the University of lowa. He received his bachelor’s degree in Computer Science
and Engineering from Tsinghua University, China, in 1998, and both his Master’s degree in Statistics
and Ph.D. in Industrial & Operations Engineering from the University of Michigan in 2003. His
research interests include sensor fault tolerance and anomaly detection, process monitoring, diagnosis,
prognosis, and maintenance decision-making in both engineering and healthcare applications. He
currently serves as a Department Editor for IISE Transactions and an Associate Editor for
Technometrics. He previously served on the editorial boards of Naval Research Logistics and the
Journal of Quality Technology.
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© Decomposition of Functional-Output Computer Experiments
via Orthogonal Additive Gaussian Processes
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Abstract

Functional ANOVA (FANOVA) is a widely used variance-based sensitivity analysis tool. However,
studies on functional-output FANOVA remain relatively scarce, especially for black-box computer
experiments, which often involve complex and nonlinear functional-output relationships with unknown
data distribution. Conventional approaches often rely on predefined basis functions or parametric
structures that lack the flexibility to capture complex nonlinear relationships. Additionally, strong
assumptions about the underlying data distributions further limit their ability to achieve a data-driven
orthogonal effect decomposition. To address these challenges, this study proposes a functional-output
orthogonal additive Gaussian process (FOAGP) to efficiently perform the data-driven orthogonal effect
decomposition. By enforcing a conditional orthogonality constraint on the separable prior process, the
proposed functional-output orthogonal additive kernel enables data-driven orthogonality without
requiring prior distributional assumptions. The FOAGP framework also provides analytical
formulations for local Sobol' indices and expected conditional variance sensitivity indices, enabling
comprehensive sensitivity analysis by capturing both global and local effect significance. Validation
through two simulation studies and a real case study on fuselage shape control confirms the model's
effectiveness in orthogonal effect decomposition and variance decomposition, demonstrating its
practical value in engineering applications.

About the Speaker
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© A Multi-Objective Evolutionary Algorithm with Mutual-
Information-Guided Improvement Phase for Feature Selection
in Complex Manufacturing Processes
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Abstract

Key process feature (KPF) selection has emerged as one of the most critical challenges in modern
manufacturing quality control applications. Traditional feature selection approaches have been applied
with considerable success in manufacturing processes over the years. However, the emergence of
complex manufacturing processes and the availability of high-dimensional process data have created
compelling needs for improving the performance of feature selection approaches. In this presentation, I
will describe a novel multi-objective evolutionary algorithm called NSGAII-MIIP for KPF selection by
integrating mutual information theory with advanced evolutionary optimization. The proposed
NSGAII-MIIP approach leverages feature relevance and redundancy information to achieve optimal
feature subset identification, thereby significantly improving quality prediction performance. In
NSGAII-MIIP, a local improvement phase that simultaneously considers feature relevance and
redundancy is seamlessly embedded within the evolutionary process to accelerate convergence. The
presentation will describe the theoretical framework, algorithmic methodologies, and performance
evaluation of the proposed algorithm on complex manufacturing process datasets.

About the Speaker
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© Physics-Constrained Modeling and Optimization of Complex
Systems: A Healthcare Application

Jianxin Xie

»  Assistant Professor
+ School of Data Science, University of Viginia

Abstract

Rapid advances in sensing and imaging techniques have created a data-rich environment and
tremendously benefited data-driven predictive modeling and decision-making for complex systems.
Realizing the full potential of the sensing and imaging data depends on the development of novel and
reliable analytical models and tools for system informatics. The goal of my research is to develop
innovative physics-augmented methodologies for modeling, monitoring, and optimizing complex
systems. In this talk, | will present one topic tackling the challenges in complex systems modeling and
optimization. Specifically, a physics-constrained deep learning method is developed to model the
spatiotemporal inverse systems. This method integrates physics-based principles with spatiotemporal
local support into the advanced deep learning infrastructure to predict the spatiotemporal system
dynamics based on indirect and noisy sensor observations. This methodology is implemented in
inverse electrocardiography (ECG) modeling, which generates a robust prediction of electrical
potential mappings on the heart surface based on body-surface sensor measurements.

About the Speaker

Dr. Jianxin Xie is an Assistant Professor at the University of Virginia School of Data Science. Her
research centers on developing data-driven methodologies for healthcare systems such as cardiac
systems and diabetes problems. She works on electrocardiographic imaging using physics-informed
deep learning, and explores feature learning from cardiac MRI for arrhythmia and heart tissue
assessment. Beyond cardiology, she also investigates broader healthcare challenges, including
emerging directions in diabetes and cancer research. By integrating domain knowledge with advanced
machine learning techniques, Dr. Xie aims to build interpretable, clinically meaningful models.
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© Enabling Tensor Decomposition for Time-Series
Classification via Simple Pseudo-Laplacian Contrast
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Abstract

Tensor decomposition has emerged as a prominent technique to learn low-dimensional
representation under the supervision of reconstruction error, primarily benefiting data inference tasks
like completion and imputation, but not the classification task. We argue that the non-uniqueness and
rotation invariance of tensor decomposition allow us to identify the directions with largest class-
variability and simple graph Laplacian can effectively achieve this objective. Therefore, we propose a
novel Pseudo Laplacian Contrast (PLC) tensor decomposition framework, which integrates the data
augmentation and cross-view Laplacian to enable the extraction of class-aware representations while
effectively capturing the intrinsic low-rank structure within reconstruction constraint. An unsupervised
alternative optimization algorithm is further developed to iteratively estimate the pseudo graph and
minimize the loss using Alternating Least Square (ALS).Extensive experiments on various datasets
demonstrate the effectiveness of our approach.

About the Speaker
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© Robust Data Fusion via Subsampling

Haiying Wang

* Associate Professor
* Department of Statistics, University of Connecticut

Data fusion and transfer learning are rapidly growing fields that enhance model performance for a
target population by leveraging other related data sources or tasks. The challenges lie in the various
potential heterogeneities between the target and external data, as well as various practical concerns that
prevent a nawe data integration. We consider a realistic scenario where the target data is limited in size
while the external data is large but contaminated with outliers; such data contamination, along with
other computational and operational constraints, necessitates proper selection or subsampling of the
external data for transfer learning. To our knowledge, transfer learning and subsampling under data
contamination have not been thoroughly investigated. We address this gap by studying robust transfer
learning methods with subsamples of the external data, accounting for outliers deviating from the
underlying true model due to arbitrary mean shifts. Two subsampling strategies are investigated: one
aimed at reducing biases and the other at minimizing variances. Approaches to combine these
strategies are also introduced to enhance the performance of the estimators. We provide non-
asymptotic error bounds for the transfer learning estimators, clarifying the roles of sample sizes, signal
strength, sampling rates, magnitude of outliers, and tail behaviors of model error distributions, among
other factors. Extensive simulations show the superior performance of the proposed methods.
Additionally, we apply our methods to analyze the risk of hard landings in A380 airplanes by utilizing
data from other airplane types, demonstrating that robust transfer learning can potentially improve
models for relatively rare airplane types with the help of data from other types of airplanes.

About the Speaker

Haiying Wang is an Associate Professor in the Department of Statistics at the University of
Connecticut. Prior to his current position, he was an Assistant Professor of Statistics at the University
of New Hampshire from 2013 to 2017. He received his Ph.D. in Statistics from the University of
Missouri and his M.S. from the Academy of Mathematics and Systems Science, Chinese Academy of
Sciences, in 2006. Dr. Wang’s research interests include informative subdata selection for big data,
model selection and averaging, measurement error models, and semi-parametric regression. His work
has been published in leading statistics and machine learning journals, such as Biometrika, *IEEE
Transactions, ASA, and JMLR, as well as at premier conferences including ICML and NeurIPS.
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© A Two-Stage Active Learning Kriging Method Based on
Portfolio Allocation and Importance Sampling for Structural
Reliability Analysis
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Abstract

Active learning Kriging has found extensive application in structural reliability analysis. One
crucial aspect of this method is using learning strategies to identify optimal samples. This article aims
to provide a two-stage active learning Kriging method based on portfolio allocation of learning
strategies and importance sampling. The first stage provides a Kriging model to estimate the failure
probability, and the second stage gives a correction factor to quantify and modify the predictive error
made by the inaccurate surrogate model. In Stage I, the proposed method leverages the portfolio
allocation strategy to renew Kriging model. A novel reward function within portfolio allocation
strategy is developed from the perspective of reducing the global approximation uncertainty. In Stage
I, an instrumental IS density is first given to generate independent samples for estimating the
correction factor. To reduce the computational cost, a new Kriging model is built in Stage II. The
portfolio allocation strategy is further used for the renewal of this Kriging model. Two numerical
examples and one engineering example are used to validate the performance of the portfolio allocation
strategy and the proposed method.

About the Speaker
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© Multivariate Failure Prognosis of Cutting Tools Under
Heterogeneous Operating Conditions

HIE#E Zhenggeng Ye
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Abstract

Failure risk prognosis is indispensable to predict the remaining useful life (RUL) of cutting tools,
thereby improving the timely maintenance and boosting the productivity of manufacturing systems.
However, the heterogeneity of working conditions is holding back this target. Traditional methods do
not discern lifetime data from heterogeneous working conditions but rather aggregate these data for
parameter estimation. As such, most of the existing methods become inflexible and cannot adequately
handle dynamic and heterogeneous working conditions. Therefore, this paper presents a novel
knowledge-driven prognostic framework to integrate the physical feature-based classification model of
homogeneous working conditions with the failure risk prognosis of RUL. This new framework
effectively identifies and categorizes various types of working conditions with a similarity-evaluation
method. Further, a multivariate model integrating lifetime variabilities under homogeneous conditions
and real-time prior information is proposed for fault risk and RUL prognosis. This work provides a
novel prognostic approach for future risks even with the uncertainty of working conditions. Finally, a
case study with degradation datasets of milling insert in the machining center is performed to evaluate
and validate the effectiveness of the proposed framework.

About the Speaker
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Abstract
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Abstract

In many network systems, nodes will exchange information with each other to achieve common
goals such as those in sensor networks and social networks. There exist various statistical process
control (SPC) techniques which use the communication count data among nodes to represent and
monitor the system states. However, limited number of researchers have paid attention to the networks
with large-scale nodes in the field of SPC. This work decomposes the networks into multiple
communities with fewer nodes and proposes a model that can ignore the distributions of original
communication count data in large-scale networks. Then several monitoring statistics are derived based
on the proposed model. Sufficient simulation studies show that our control charts can outperform
existing ones in most cases. An example with real dataset is provided to showcase how to use the
proposed control charts.
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